Optimising bias and accuracy in genomic prediction of breeding values
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Summary
Reference populations used for genomic selection (GS) usually involve highly selected genotyped individuals which may result in biased prediction of genomic estimated breeding values (GEBV). Bias and accuracy of GEBV in animal breeding programs was explored for various prediction methods. The data was simulated to compare Best Linear Unbiased Prediction of breeding values using pedigree based relationships (PBLUP), genomic relationships for genotyped animals only (GBLUP) and a Single Step approach (SSGBLUP), where information on genotyped individuals was used to infer realised relationship among all available genotyped and non-genotyped individuals that were linked through pedigree. In the SSGBLUP, varying weights (α=0.95, 0.50) for the genomic relationship matrix (G) relative to the A-matrix weights (1-α) were applied to construct an H matrix. Different selection and mating designs with various heritabilities (h²) and QTL models were tested to compare the methods. Results showed that the accuracy of the GEBV prediction increased linearly with an increase in the number of animals selected for genotyping in the reference data. For a random mating design with no selection (RR), all prediction methods were unbiased. Prediction bias was evident in GBLUP; when a smaller proportion was more intensely selected for genotyping but bias was smaller when the proportion of selectively genotyped animals was 20% or higher. The SSGBLUP (α=0.95) showed more accuracy compared to GBLUP and there was less bias with selective genotyping. However, PBLUP and SSGBLUP did show some bias with selection and assortative mating, probably due to not fully accounting for allele frequency changes due to selection of QTL with larger effects. This bias was larger in SSGBLUP than in PBLUP, likely due to the G- and A-matrices not being coherently scaled with allele frequency changes. SSGBLUP required lower values of α to decrease bias and increase accuracy of GEBV with selection and positive assortative mating. Models with a higher h² were more accurate and less biased in the prediction, compared to those with a lower h². Results suggest that selective genotyping in a breeding programme can lead to significant bias in prediction of GEBV when only evaluating genotyped individuals. The SSGBLUP method can provide more accurate and less biased estimates but more attention needs to be paid to appropriate scaling of A and G matrices in selected populations.
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Introduction
Best Linear Unbiased Prediction (BLUP) provides unbiased estimates of breeding values in populations under selection, conditional on the inclusion of all information used in the selection decisions (Henderson 1975; Sorensen and Kennedy 1984). However, in the case of genomic prediction based on a selected reference population, this condition might not be met, in particular when only genotyped individuals are evaluated in genomic BLUP (GBLUP). A number of studies (VanRaden et al., 2009a, 2009b, Patry and Ducroq 2011, Vitezica et al. 2011) reported decreased accuracy of genomic estimated breeding value (GEBV) and increased bias due to selective genotyping of sires. Single Step genomic BLUP (SSGBLUP) (Legarra et al. 2009; Christensen and Lund 2010) combines genomic relationships from genotyped individuals with pedigree relationships with non-genotyped individuals and this integration should allow information on unselected animals to be included, with all relationships tracing back to a conceptual unselected base population. However, SSGBLUP requires the genomic relationship matrix (G) and pedigree-based relationship matrix (A) to refer to the same base population as otherwise new bias could be introduced. Some studies have discussed this issue and proposed a slight modification in the SSGBLUP procedure (Forni et al. 2011, Vitezica et al. 2011, Christensen et al. 2012).

The present study aimed at exploring the effect of several parameters on accuracy and bias of genomic prediction in an animal breeding program. Genetic evaluations based on pedigree BLUP (PBLUP), GBLUP and SSGBLUP were compared. We investigated a number of factors affecting bias and accuracy of genetic evaluations, including (1) the proportion of individuals selected to have genotype information; (2) the genetic model of the trait as determined by the heritability and the number of QTLs explaining the variance in the trait; and (3) scenarios with and without selection and assortative mating.

Material and Methods
Population and genotype simulation
Data were simulated using QMSim (Sargolzaei & Schenkel, 2009). A historical population with effective population size (Ne) of 100, with 50 males and 50 females producing 2 progeny each by random union of
gametes, was generated for 95 generations and thereafter the number of progeny was gradually expanded to 1000 offspring until the 100th generation. In the subsequent 10 generations (101-110), 50 males were mated to 500 females who produced 1000 progeny following either random mating or positive assortative mating. The genomic structure consisted of 30 chromosomes of equal length (1 Morgan) with biallelic markers (60,000) that were randomly distributed across the genome with an equal frequency (0.5) in the first generation of the historical population. The mutation rate of the markers and QTL was $2.5\times10^{-8}$ per locus per generation. Two genetic models were simulated that differed in the number and distribution of QTL effects (90 and 990 QTLS). The QTL allele effects were sampled from a Gamma distribution with a shape and scale parameter of 0.4 and 1.0, respectively. Genotype effects at individual QTL were added to true breeding values (TBV) and these were re-scaled to match the input value for the additive genetic variance. For individuals in the 101st generation these were normally distributed with mean 0 and variance $h^2$. Residual effects on phenotype were independent and normally distributed with mean 0 and variance (1-$h^2$). Therefore, the mean and variance for the simulated phenotypes were zero and one, respectively. Phenotypes were recorded for all individuals in the last 10 generations. Two different heritabilities ($h^2$=0.3 and 0.5) were tested for each scenario. Selection of sires was either random or based on estimated breeding values (EBV) obtained by PBLUP. Positive assortative mating was also applied, giving rise to three different scenarios: I: Random selection and random mating (RR), II: Selection on EBV and Random mating (SR), III: Selection on EBV and positive assortative mating (SA). Under each of these 3 scenarios, predictions of EBV were obtained by each of the different methods and modelling parameters. Scenario PBLUP involved BLUP prediction based on all phenotype and pedigree information from 9 generations to predict EBV in the 10th generation. For each of the last 4 generations (6th to 9th generation), either 125 (25%), 250 (50%) or 500 (100%) males were selected for genotyping to form a reference population consisting of 500, 1000 or 2000 animals (scenario G500, G1000 or G2000). In scenario G9550, all the 9550 animals from all 9 preceding generations were genotyped and used as a reference population. In scenario SS500, SS1000 and SS2000, a SSGBLUP was used to combine information from pedigree (9550 individual’s pedigree) and genomic relationships from either 500, 1000 or 2000 genotyped individuals in the reference, respectively. For each scenario, we conducted 25 replicates.

### Analysis and breeding value prediction

In total 1000 selection candidates in the 10th generation were used as a validation population to determine the bias and accuracy of predicted breeding values.

PBLUP analysis was based on pedigree information from the 9 preceding generations that include 9550 animals. The following linear model was used

$$y = Xa + e$$

where $y$ is a vector of observations; $b$ is a vector of fixed effects (sex); $a$ is a vector of direct additive genetic effects of individual animals; $e$ is a vector of residual errors; and $X$ and $Z$, are known incidence matrices. Assumptions in the model were $V(a) = A\sigma^2_a$ and $V(e) = I\sigma^2_e$, where $I$ is an identity matrix, $A$ is the numerator relationship matrix between animals derived from pedigree and $\sigma^2_a$ and $\sigma^2_e$ are additive genetic and residual variances, respectively.

GBLUP analysis was used to estimate genomic breeding values. A genomic relationship matrix ($G$) was constructed by method of Yang et al. (2010) using PLINK 1.9 (Chang et al., 2015). The genomic analysis was done using MTG2 (Lee and van der Werf, 2016) to predict GEBVs for animals in generation 10. The model used for analysis was

$$y = a + g + e$$

where $a$ is a vector of additive genetic effects of the individual animal, $g$ is a vector of additive genetic effects of the individual animals, with $\text{var}(g) = G\sigma^2_g$ and other terms are defined as above.

SSGBLUP analysis combined pedigree and genomic information in a single step extending the animal model to include marker genotypes. The model for evaluation was:

$$y = Xa + Zg + e$$

where, $a$ is the vector of direct additive genetic effects of individual animals with a distribution of $N(0, H\sigma^2_a)$. The $H$ matrix involves non-genotyped and genotyped individuals. Other terms are already defined as above.

The tuning of $G$ matrix was done in the $H^T$ matrix component $A_{11}+A_{12}^T(A_{22}^{-1})$ with $G$ being $\alpha G+(1-\alpha)A_{22}$ and two values of $\alpha$ were compared; 0.95 and 0.50. Apart from this, the modification of $H$ matrix was tried as suggested by Vitezica et al. (2011) that involved adding a small constant to all elements of the $G$. The value for this constant was derived by equating the sum of the elements of the $G$ to the sum of the elements of the $A_{22}$. The family of BLUPF90 programs (Mitszal, 2008; Aguilar et al. 2014) were used to analyse the data.

Accuracy of prediction of breeding values was obtained as the Pearson correlation between TBV and GEBV of all individuals in generation 10. Bias was estimated as regression of TBV on GEBV.

### Results and Discussion

#### Effect of selection and mating design on accuracy of (G)EBV prediction

Increasing number of individuals in reference increases accuracy of GEBV prediction

A larger proportion of genotyped animals led to a larger sample size in the reference population which
increased the accuracy of GBLUP as well as for SSGBLUP prediction of GEBV (Table 1). The increase in the accuracy was approximately linear with sample size across the different scenarios where the number of genotyped males increased from 25% to 100%.

For the RR scenario and a trait with heritability of 0.3 controlled by 990 QTLs, PBLUP gave an accuracy of 0.48±0.01. GBLUP analysis gave a similar accuracy with G1000, but this increased further with the addition of more genotyped individuals in the reference. Accuracy with SSGBLUP was much higher; i.e. 0.59±0.01 with SS500 that increased to 0.68±0.01 for SS2000. Using genotype information on all animals (G9550) gave the highest prediction accuracy, as expected (0.79±0.01).

In the SR scenario, it was observed that the accuracy of both EBV and GEBV prediction was lower than in RR. For PBLUP, the accuracy was 0.34±0.01. A similar value for the prediction accuracy was obtained by GBLUP with G1000 (0.31±0.01). SSGBLUP with SS500 gave an accuracy of 0.46±0.01, and with SS2000 it was 0.60±0.01. For the SA scenario, the accuracy of prediction from PBLUP was 0.45±0.01. A similar prediction accuracy was obtained with G1000 (0.45±0.02). SSGBLUP predicted GEBV again with more accuracy, e.g. accuracy was 0.55 with SS1000. The lower accuracies in GBLUP as compared to SSGBLUP were also reported by Vitezica et al. (2011) and can be likely attributed to SSGBLUP using information also on pedigree as well as better accounting for selection. The lower accuracy in the SR and SA scenario compared to RR is likely due to the Bulmer effect, i.e. the variation between families is reduced due to selection, leading to a lower correlation between EBV and TBV (Bijma, 2012). Assortative mating increases the variance among offspring and shows therefore higher correlations. With smaller reference population, GBLUP predictions seemed equally affected by selection as PBLUP predictions, suggesting that in this case the genomic information captures mainly the between family variance. With a larger reference population the effect of selection is smaller, suggesting more of the within family information is captured in that case. Another interesting feature with SA scenario is, decreasing the weights of α from 0.95 to 0.5 in Single Step improved the accuracy (Table 3), although the difference is statistically non-significant.

**Effect of different heritability estimates and QTL models on prediction accuracy**

For PBLUP, change of h² from 0.3 to 0.5 increased the accuracy by 18.8%, 8.8% and 20.0% for RR, SR and SA scenarios, respectively. Similarly, a gain in accuracy was observed for GBLUP and SSGBLUP across different methods when h² was increased. The increase in accuracy was higher for GBLUP when a smaller proportion was genotyped. The increase in accuracy for SSGBLUP was less compared to GBLUP with higher heritability. Non-random selection and mating designs (SR and SA) showed higher gains in accuracy compared to the random mating (RR) design with increased heritability.

Variation in the number of QTLs did not affect the accuracy of prediction of GEBV for the RR scenario. Similarly, accuracy for EBV obtained by PBLUP were unaffected by variation in QTL model for RR, SR and SA scenarios. This was probably due to the fact that the gamma distribution employed in the simulation resulted in a very few large QTLs. Prediction accuracy was affected by QTL number for SR and SA scenarios when using GBLUP and SSGBLUP, where the prediction accuracy improved when 90-QTL model was changed to a 990-QTL model, with more gains for SA than the SR scenario (Table 1). The 90-QTL model had few QTL with larger effect and the number of QTL with large effect decreased as the total number of QTL increased. This was thus responsible for improving prediction accuracy in the 990-QTL model.

**Effect of selection and mating designs on bias of GEBV prediction**

In the case of no selection, all methods showed no bias with regression coefficients around one. In the case of selection, (SR scenario), bias in GEBV prediction was evident. G500 and G1000 were biased with regression coefficients of 0.78±0.06 and 0.85±0.03, respectively. GBLUP with G2000 was less biased (0.96±0.02). For SSGBLUP, there was no bias in GEBV prediction in the SR scenario under the 990-QTL model but some bias was observed under the 90-QTL model. However, bias with SSGBLUP was significantly smaller than with GBLUP, especially when only a highly selected proportion was genotyped. For the SA design, the bias in the prediction of breeding value was very high for all methods of prediction, including PBLUP, where a regression coefficient of 0.88±0.02 was observed. The GBLUP approach gave slightly under-dispersed GEBVs (with the regression coefficient equal to 1.11±0.07 and 1.13±0.05 for G500 and G1000, respectively). However, for G2000 and G9550, the estimated regression coefficient was 1.01±0.03 and 0.96±0.01, respectively, indicating less bias when genomic information is available on more or all animals. The SSGBLUP methods using α=0.95 was biased in the SA scenario. For the large group of non-genotyped animals the genetic values are, a priori, conditioned on genetic values of genotyped animals (Legarra et al. 2009) that are actually based on current genotypic frequencies of recent generations of selected animals, where significant changes in allele frequency took place due to selection and assortative mating design. Even for SS2000 model, the prediction bias was 0.70±0.04 and bias was larger with SSGBLUP than with GBLUP. It seems likely that the bias with the SSGBLUP methods is caused by an inconsistent scaling of the A and G-matrices, likely due to changing allele frequencies due to selection. For example, the G matrix in the SSGBLUP method uses average allele frequency of genotyped animals, not those of the base population. In the SA scenario, allele frequencies changed at a faster rate, inbreeding accumulated more rapidly and the genetic variance decreased for most of all selection scenarios. An inappropriate scaling of G versus A is also evident from the decreased bias that was observed when the α-value was decreased from 0.95 to 0.5 (Table 3). The improvement in regression of TBV on GEBV estimates for 990-
QTL model was 27.9% for SS500, 25% for SS1000 and 24.3% for SS2000 by shifting α from 0.95 to 0.50. The fact that allele frequency changes cause bias in the SSGBLUP method and to some extent in the PBLUP method is evident from the fact that this bias is smaller when a 990-QTL model is used rather than a 90-QTL model. Allele frequency changes were generally lower in the 990-QTL model.

GBLUP estimates with upward as well as downward bias were also reported by Vitezica et al. (2011) for a scenario where strong selection was simulated. We observed that by keeping α=0.95 and by using the methods of Vitezica et al. (2011), the bias existed for the SA scenario in the current study. In animal model BLUP, the base population is always considered to be unselected and the mean genetic value of the base population is estimated to be zero, with any selection and genetic trend accounted for via the A-matrix, provided that information on unselected individuals is included in the analysis and assuming an infinitesimal model. However, in GBLUP where only information is used on selected individuals with genotype, this condition is not met.

Effect of heritability and QTL number variation on bias of prediction
Increasing the heritability from 0.3 to 0.5 resulted in relatively less biased estimates of prediction across prediction methods and mating designs (Table 2). For the RR scenario, with a change in the number of QTLs from 90 to 990-QTL, there was not much change in bias and the trend was pretty similar. However, when selection was involved (SR and SA scenarios), the 90-QTL model showed bias for all the methods of prediction. BLUP (also SSGBLUP and G9550 in the current study) should be robust against deviation from infinitesimal model (M’akita-Tanila and Kennedy 1986); however with higher allele frequency changes for 90-QTL model, where there are a few QTLs with large effects, the prediction of breeding value was biased across all the methods. For the 90-QTL model, the allele frequency was drifting with high magnitude from generation to generation. There were smaller allele frequency changes for the 990-QTL model and also the prediction bias was significantly lower.

Conclusion
Our study indicated that using only highly selected genotyped individuals for genomic prediction results in considerable bias. The Single Step approach resulted in more accurate and less biased estimates of breeding value. However, with selection and assortative mating, some bias was also observed with the Single Step method, likely due to inappropriate merging of the A and G-matrices due to changing allele frequencies at large QTL. Such changes depended on the assumed QTL model and further work is needed to check whether such allele frequency changes can also cause such problems in real data.

Table 1. Estimates of accuracy of (G)EBV prediction using different approaches.

<table>
<thead>
<tr>
<th>h²</th>
<th>QTLs</th>
<th>Design</th>
<th>PBLUP (0.01-0.02)</th>
<th>G500 (0.01-0.02)</th>
<th>G1000 (0.01-0.02)</th>
<th>G2000 (0.01-0.02)</th>
<th>SS500 (0.01-0.03)</th>
<th>SS1000 (0.00-0.03)</th>
<th>SS2000 (0.00-0.03)</th>
<th>G9550 (0.00-0.01)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.30</td>
<td>90</td>
<td>RR</td>
<td>0.49</td>
<td>0.38</td>
<td>0.50</td>
<td>0.62</td>
<td>0.59</td>
<td>0.63</td>
<td>0.68</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SR</td>
<td>0.33</td>
<td>0.22</td>
<td>0.28</td>
<td>0.49</td>
<td>0.44</td>
<td>0.48</td>
<td>0.56</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SA</td>
<td>0.43</td>
<td>0.32</td>
<td>0.40</td>
<td>0.56</td>
<td>0.41</td>
<td>0.46</td>
<td>0.57</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>990</td>
<td>RR</td>
<td>0.48</td>
<td>0.38</td>
<td>0.49</td>
<td>0.61</td>
<td>0.59</td>
<td>0.63</td>
<td>0.68</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SR</td>
<td>0.34</td>
<td>0.24</td>
<td>0.31</td>
<td>0.52</td>
<td>0.46</td>
<td>0.51</td>
<td>0.60</td>
<td>0.73</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SA</td>
<td>0.45</td>
<td>0.39</td>
<td>0.45</td>
<td>0.62</td>
<td>0.50</td>
<td>0.55</td>
<td>0.62</td>
<td>0.77</td>
</tr>
<tr>
<td>0.50</td>
<td>90</td>
<td>RR</td>
<td>0.51</td>
<td>0.44</td>
<td>0.57</td>
<td>0.69</td>
<td>0.64</td>
<td>0.68</td>
<td>0.74</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SR</td>
<td>0.37</td>
<td>0.27</td>
<td>0.33</td>
<td>0.53</td>
<td>0.46</td>
<td>0.50</td>
<td>0.59</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SA</td>
<td>0.49</td>
<td>0.41</td>
<td>0.47</td>
<td>0.62</td>
<td>0.54</td>
<td>0.58</td>
<td>0.65</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td>990</td>
<td>RR</td>
<td>0.57</td>
<td>0.47</td>
<td>0.59</td>
<td>0.70</td>
<td>0.67</td>
<td>0.71</td>
<td>0.76</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SR</td>
<td>0.37</td>
<td>0.34</td>
<td>0.40</td>
<td>0.61</td>
<td>0.54</td>
<td>0.59</td>
<td>0.68</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SA</td>
<td>0.54</td>
<td>0.51</td>
<td>0.56</td>
<td>0.71</td>
<td>0.63</td>
<td>0.66</td>
<td>0.75</td>
<td>0.83</td>
</tr>
</tbody>
</table>

Numbers in the parentheses are range for estimates of Standard Error (SE).
RR: No selection and random mating design; SR: Selection on the basis of EBV and random mating design; SA: Selection on the basis of EBV and assortative mating design
PBLUP: Pedigree (10550 with 9550 pedigree and 1000 validation population) based best linear unbiased prediction; G500: GBLUP with 25% close male relatives (125) from 6th to 9th generations in reference; G1000: GBLUP with 50% close male relatives (250) from 6th to 9th generations in reference; G2000: GBLUP with 100% close male relatives (500) from 6th to 9th generations in reference; SS500: Single-Step GBLUP (with α=0.95) with pedigree information from 9550 relatives from 9 preceding generations and 25% close male genotyped relatives (125) from 6th to 9th generations in G matrix; SS1000: Single-Step GBLUP (with α=0.95) with pedigree information from 9550 relatives from 9 preceding generations and 50% close male genotyped relatives (250) from 6th to 9th generations in G matrix; SS2000: Single-Step GBLUP (with α=0.95) with pedigree information from 9550 relatives from 9 preceding generations and 100% close male genotyped relatives (125) from 6th to 9th generations in G matrix; G9550: GBLUP with 9550 relatives from complete pedigree genotyped and used in reference.

Table 2. Estimates of bias of (G)EBV prediction using different approaches.

<table>
<thead>
<tr>
<th>h²</th>
<th>QTLs</th>
<th>Design</th>
<th>PBLUP (0.01-0.03)</th>
<th>G500 (0.00-0.08)</th>
<th>G1000 (0.02-0.06)</th>
<th>G2000 (0.01-0.03)</th>
<th>SS500 (0.01-0.05)</th>
<th>SS1000 (0.01-0.05)</th>
<th>SS2000 (0.01-0.04)</th>
<th>G9550 (0.01-0.02)</th>
</tr>
</thead>
</table>
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<table>
<thead>
<tr>
<th>Criteria</th>
<th>QTLs</th>
<th>Design</th>
<th>SS500 ([\alpha=0.95, $] (0.01-0.05))</th>
<th>SS1000 ([\alpha=0.95, $] (0.01-0.05))</th>
<th>SS2000 ([\alpha=0.95, $] (0.01-0.04))</th>
<th>SS500 ([\alpha=0.50] (0.01-0.05))</th>
<th>SS1000 ([\alpha=0.50] (0.01-0.05))</th>
<th>SS2000 ([\alpha=0.50] (0.01-0.04))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>90</td>
<td>RR</td>
<td>0.59</td>
<td>0.63</td>
<td>0.68</td>
<td>0.58</td>
<td>0.61</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SR</td>
<td>0.44</td>
<td>0.48</td>
<td>0.56</td>
<td>0.42</td>
<td>0.45</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SA</td>
<td>0.46</td>
<td>0.51</td>
<td>0.60</td>
<td>0.43</td>
<td>0.47</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>990</td>
<td>RR</td>
<td>0.59</td>
<td>0.63</td>
<td>0.68</td>
<td>0.57</td>
<td>0.61</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SR</td>
<td>0.46</td>
<td>0.51</td>
<td>0.60</td>
<td>0.43</td>
<td>0.47</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SA</td>
<td>0.30</td>
<td>0.55</td>
<td>0.62</td>
<td>0.51</td>
<td>0.56</td>
<td>0.64</td>
</tr>
<tr>
<td>Bias</td>
<td>90</td>
<td>RR</td>
<td>1.00</td>
<td>0.99</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SR</td>
<td>0.85</td>
<td>0.86</td>
<td>0.80</td>
<td>0.96</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SA</td>
<td>0.49</td>
<td>0.53</td>
<td>0.56</td>
<td>0.65</td>
<td>0.69</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>990</td>
<td>RR</td>
<td>1.01</td>
<td>1.00</td>
<td>1.00</td>
<td>1.09</td>
<td>1.11</td>
<td>1.23</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SR</td>
<td>1.00</td>
<td>1.02</td>
<td>0.96</td>
<td>1.12</td>
<td>1.16</td>
<td>1.18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SA</td>
<td>0.68</td>
<td>0.72</td>
<td>0.70</td>
<td>0.87</td>
<td>0.90</td>
<td>0.87</td>
</tr>
</tbody>
</table>

Table 3. Estimates of accuracy and bias of GEBV prediction in Single Step approach with tuning of \(H\) matrix

The estimate of \(h^2\) was assumed to be 0.30; \$: modification of SSGBLUP as suggested by Vitezica et al. (2011), \(\alpha=0.50\): shrinking information from \(G\) matrix to 50%, \(\alpha=0.95\): shrinking information from \(G\) matrix to 95%
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